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Name FTE Role

Matthew Payne 1.00 Director


Michael Rudenko 1.00 Software & Sys-Admin; Comets

Peter Veres 1.00 NEOCP operations; Identifications; Pipeline Automation

Dave Bell 1.00 Software & DB-Dev; NEOCP; ADES

Paresh Prema 1.00 Software & Web-Dev; Identifications; 

Margaret Pan 0.80 Pipeline Migration; Orbit-Fitting

Federica Spoto 1.00 Project Scientist

Rosemary Pike 0.42 TNOs, Natural Satellites

Mike Alexandersen 1.00 TNOs, Natural Satellites

Chris Moriarty 0.75 Technical Manager 

N Casale 0.75 Software Developer 

Michael Lackner 1.00 Contractor: Database migration 

Ben Gafford 1.00 Software Developer - starting on Tuesday Oct 11

2022
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Matthew Payne 1.00 Director


Michael Rudenko 1.00 Software & Sys-Admin; Comets

Peter Veres 1.00 NEOCP operations; Identifications; Pipeline Automation

Dave Bell 1.00 Software & DB-Dev; NEOCP; ADES

Paresh Prema 1.00 Software & Web-Dev; Identifications; 

Margaret Pan 0.80 Pipeline Migration; Orbit-Fitting

Federica Spoto 1.00 Project Scientist

Rosemary Pike 0.42 TNOs, Natural Satellites

Mike Alexandersen 1.00 TNOs, Natural Satellites

Chris Moriarty 1.00 Technical Manager 

N Casale 0.75 Software Developer 

Michael Lackner 1.00 Contractor: Database migration 

Radiy Matveev 1.00 Software Developer - starting on Tuesday Oct 10

2023



4

What are we working on?

LEGACY SYSTEM

Maintain our current services 
Data products (e.g. publications) 
Flat files of orbits and observations 

Make our services more easily available 
Website improvement 
Develop new APIs for our more used services 

Keep a constant validation of all our products 
Ensure the quality of the data
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What’s new since the last meeting? 

MPC monthly Newsletter 
Communicate to our users any recent developments 

Solicit feedback from the community 
Make our processes as transparent as possible

Where can you find the Newsletters? 

We send them at the beginning of the month via email to: 
MPC ml - MPC mailing list 

MPML 
They are always available from our website

Visit https://minorplanetcenter.net/mpcops/new/newsletters/
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New extended packed provID 
New definition of extended packed provisional designation 

The first column MUST contain an underscore ‘_’ 

The character in the second column must be a capital letter, indicating the last two digits of the year of discovery (e.g. 
P=25, Q=26, …) 

The third character is the capital letter for the half month 

Columns from four to seven will contain four alphanumeric character [0-9A-Za-z] used as base62 representation of the 
order of designation after 15,500 

The new extended packed provisional designation WILL NOT be used before June 2024.

https://minorplanetcenter.net/media/newsletters/
MPC_Newsletter_Oct2023.pdf

Year Half 
month

Order of 
designation 

within half month

Unpacked provisional 
designation

Packed provisional 
designation

2023 B 0 2023 BA K23B00A

2025 D 15500 2025 DZ619 K25Dz9Z

2025 D 15501 2025 DA620 _PD0000

2026 D 15524 2026 DY620 _QD000N
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What’s new since the last meeting? 

MPC new services 

• Where Are My Observations (WAMO) API 

• Documentation and query examples to be used for the 
replicated table (e.g. obs_sbn) 

• Orbit comparison Tool: comparing orbits among the 
largest orbit computing centers (e.g. MPC/JPL/…) 

• SWAMO tool: observation statistics 

Visit https://minorplanetcenter.net/mpcops/new/developments/
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Restructuring the website

Implemented locally
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Restructuring the website

Implemented locally
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MUG findings 
Appreciation for our newsletter  

and for the new services 

New suggestions / WIP
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Internal developments
SOFTWARE

Migrating towards a database-centric system 

Migrate towards the use of new systems, such as AWS, Docker, RabbitMQ, NGINX, … 
Both for receipt and processing 

All the new software is under version control (GitHub)  
Continuous integration tests 
We are importing the legacy code under GitHub as well 

Keep a constant validation and quality control of all our products

HARDWARE
Moving towards Virtualization 

Efficient resource use 

Automated IT management 

Faster disaster recovery


